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ABSTRACT. The goal of this work is present both an analytic and
computational review of Tridiagonal matrices. Of the many an-
alytic benefits, we find particular interest in the closed-form so-
lutions for many indispensable matrix properties. Also, through
their inherent sparsity, Tridiagonal systems provide a computa-
tional quintessence which directly lends itself to tailor-made algo-
rithms for solving.

1. INTRODUCTION

In mathematics, a tridiagonal matrix is a matrix that has nonzero
elements only on the subdiagonal, superdiagonal and the diagonal itself.
Although conventionally referred to as tridiagonal, the names band
matrix with bandwidth 3 and upper and lower Hessenberg matrix may
also be encountered in literature. Tridiagonal systems are of the form

ay b1 0
c1 az by
(1) T = [ty] = cg
bnfl
0 Cn—1 (7%

Defining the t;; element using piecewise notation we write
a;, ifi1=7;
by, ifj—i=1;
tij = e
Ci1, fi—j=1;

0, otherwise.
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Often, as a form of shorthand notation, the tridiagonal system may be
notated as

T = Trid[cnfb Qn, bnfl]a
where

Cn—1:=(c1,Ca, ..., cp_1) is the vector along the subdiagonal,
an := (a1, as, ...,a,) is the vector along the diagonal,

bp_1 := (b1,ba, ..., b,_1) is the vector along the subdiagonal.

In this general case, we assume that we do not have equality of all
elements in each diagonal vector. ¢; # ¢;, a; # a;, b; # b;, for some
1<4,j<n.

In the event that ¢; = ¢;, a; = a;, b; = b;, for all 1 <7, j < n, we write
T = Trid[c, a, b].

This special subclass of tridiagonal systems is often referred to as
Toeplitz tridiagonal matrices and provide the benefit of allowing
for closed-form solutions of some its characterizing properties.

As a subclass of the aforementioned, we have symmetric Toeplitz
tridiagonal matrices, which are characterized by the equivalence of
all elements in both the super- and subdiagonals. That is to say that
¢ = ¢j, a; = aj, by = b;, ¢; = b;, for all 1 < 4,7 < n. We notate them
as follows:

T = Trid[b, a, b].

Lastly, before proceeding to the more technical details of tridiagonal
matrices, we mention the subclass of tridiagonal systems (non-Toeplitz,
symmetric) characterized by a; = 0 for 1 < i < n and b; = ¢; for all
1 < < n—1. For the purposes of this paper we will call these systems
symmetric zero-tridiagonal matrices and they shall be notated as

T= Trid[bn,l, a, bnfl].

Now, let us turn our attention to some of the analytic and computa-
tional properties of tridiagonal systems.
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2. CHARACTERIZATIONS & PROPERTIES

As previously discussed, there are multiple benefits to working with
tridiagonal systems over general n X n matrices. Analytically these
benefits often come in the form of closed-form solutions for many of the
ubiquitous matrix properties. Not only do these benefit our analysis
of the subjects of matrix theory and linear algebra, they extend to the
numerical realm as well. An attractively low operational cost is enjoyed
when using general tridiagonal systems for iterative methods and even
more so when the systems are symmetric [1]. Of course, the cost-benefit
analysis must be performed to determine if these reductions will be
computationally beneficial. Being that the scope of this work is limited,
we will ultimately focus our attention in this section to those properties
pertaining to the determinant, the eigenvalues and the inverse of each
of the classes of matrices we introduced in the introduction.

DETERMINANT

For a general, non-tridiagonal matrix, the computational cost to com-
pute the determinant is O(n?). However, when working with a general
tridiagonal matrix, our cost is reduced to O(n) [2]. In the general
case, the determinant can be calculated using the recursive open-form
equation defined as a function of the preceding principal minors. The
equation is given as

(2) 5n = anén—l - Cn—lbn—lén—Qy
where 0_; = 0 and &g = 1.

However, this open-form solution is not idea. Ideally, we would like to
have a closed-form solution. Thus, now that this recursive relationship
has been observed, let us also observe that (2) takes the form of a ho-
mogeneous second order difference equation. That is to say that (2) is
of the form

(3) Ynit2 = _AnynJrl - BnyTH n>1

where the initial conditions y_; = 0 and yy = 1 are given and A,
and B, are complex variable coefficients with B, # 0 [4]. Associ-
ating this definition with (2), we can see that for our case, each A,
and B, will be defined in terms of the original entries of our matrix
T = Trid[e,_1, an, by—1]. More specifically, A; = —a; for alli =1,...,n
and B; = ¢;_1b;_1 for all =1,...,n—1. Then as author Ranjan Mallik
states on page 37 of his work, we define
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B B
b k>2 and oy(n):= Anzl‘h'

4 = —_—
(4) ok Ap 1 Ay o

Mallik then introduces a set S,(L,U) g¢-tuples of natural numbers,
where ¢, L,U € N, which can be examined in more detail in [4]. Thus,
we write

({L,L+1,.,U}, ifU>Land g=1
{(k’l, ...,]{?q) : k’l, ...,kq S {L,L+ 17 ceey U},

(5) Sy(L,U) = ki —kiy>2forl=2..4q}
if U>L+2and2<q< |22
L 0, otherwise.

Then, by Proposition 5 (p. 37, [4]), we write the closed-form solution of
the determinant of T" with initial conditions d; = a; and 0, = aa9—c1 by
as

0 = Cp_202 + Dy 901

= (@ay — c1b1)Cr—a +a1Dy9, n > 2
where CO = 1, Cl = _AI; DO = 0, D1 = —Bl, D2 = BlAQ and

(6)

Ln/2]
Co=(—1D)"(A;---A,) x [ 1+ Z (—1) (Oho =+ Oy y)
q=1 (ko ..... kq_l)eSq(Z,n)
(7)
L(n+1)/2]

Dy =(—1)""By(Ay- - A) x [ 1+ ) (—1) > (on, -~

q=1 (K1, kg—1)€Sq—1(3,n)

for n > 2 and n > 3 respectively and where oy, is defined by (4) S, (L, U)
is defined by (5) .

' O-kq71>
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As may be discerned from (7) and (8), the calculation of the deter-
minant of a general tridiagonal matrix can become very notationally
convoluted, amongst other challenges. Therefore, it is often much more
convenient, when presented with one of the subclasses mentioned in the
introduction, to exploit the specifications of the system to develop sim-
pler methods of calculation.

When presented with a Toeplitz tridiagonal matrix 7' = Trid|[c, a, b],
the determinant can be computed by

(8) (Sn = Cl5n,1 — cb§n,2,

where, as before, 6_1 = 0 and dy = 1. However, we also have a closed-
form solution that is considerably more straightforward and is given
by

5 ﬁ[t?ﬂ — 2], if a® # 4cb
! (n+1) (%)2, if a? = 4ch

a-++vVa?—4ch a—+va?—4cb

where t; = and ty =

! 2 2 2
Similarly, we may define closed-form solutions for the other subclasses
of matrices previously mentioned. However, we will suffice it to have
shown the general case and subclass example.




6 MORSHED, EMIROV, BROWNING, AND WANG

EIGENVALUES

Let the eigenvalues of a general tridiagonal matrix 7" be represented by
A. Then, the characteristic polynomial of 7" may be represented by

0, = det {Trid[cn_l, ay — A, bn—l]} =0.

As with the determinant, we may relate the characteristic polynomial
to the recursive formula given in (2), namely

(9) E = (an - )\>5n—1 - bn—lcn—lgn—2 = 0.

In order to determine the value of A, we must solve (4) because there
is no closed-form solution for the eigenvalues of a general tridiagonal
matrix.

When T = Trid[c, a, b] is a Toeplitz tridiagonal matrix, the k' eigen-
value of T' may computed by ([3])

k
(10) A = a + 2V bccos [—W} ,fork=1,... n.
n+1
Moreover, as is made apparent in (5), for all £ = 1,...,n, the eigenval-
ues of 1" will be bound by

a—2\/%§)\k§a+2\/%.

As an immediate consequence of (5), we obtain the closed form for the
eigenvalues of a symmetric Toeplitz tridiagonal matrix. Namely,

k
(11) A = a+ 2bcos [nfl} , for k=1,...,n.
as well as
(12) a—2b< X\ <a-+ 2b.

Finally, in the case where T' = Trid[b,_1, a, b,_1] is a symmetric zero-
tridiagonal matrix, the characteristic polynomials are of the form of
Hermite polynomials. Schur showed that Hermite polynomials of even
degree are irreducible and that their Galois groups are not solvable.
In other words, in this circumstance, not only is the possibility of a
closed-form solution unsolved but has been proven to be impossible!
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3. APPLICATIONS

Outside of the fields in which they first found life, namely matrix theory
and linear algebra, tridiagonal matrices have been found to naturally
manifest in a multitude of real-world scenarios. These systems can be
found in applications such as the fast diffusion question in the field
of digital imaging [6], the comparison of a wavelet-Galerkin procedure
with a Crank-Nicolson-Galerkin procedure for the diffusion equation
[7], and quantitative remote sensing inversion in earth science [8].

Another place where tridiagonal systems may arise is in the solution of
the vertical force produced by vibrating strings with coupled oscillators
with fixed end-points. Specifically, consider the given system shown in
Figure 1.:

FiGURE 1. Coupled Oscillators with Fixed End-Points

In the given system, we have n = 2 equally-spaced balls, each with
mass m. Then, we let y; represent the vertical displacement of the k'™
mass and 7 be the tension in the string. Also, let ¢, be the angle of
elevation from the k'™ mass to the k + 1°* mass, with respect to the
horizontal plane. Then, the force produced on the vertical plane may
be measured by

(13) myy =Tsingy —Tsingp_q, k=1,..,n

This is a system of second order linear constant coefficient differential
equations with the boundary conditions yo(t) = 0 and y,41(t) = 0.
Thus, the solution to this problem shares many similarities with those
found in our quest to compute the determinant of a general n x n
tridiagonal matrix. However, (13) is nonlinear but we may make some
numerical assumptions, namely that ¢, ~ 0, in order to reduce our
system that would represent a tridiagonal system. The reduction would
be

CYQUk = P2(0k+1 —2up +upq), k=1,...,n.
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Thus, we have

(14)
[—(2p* 4 o?) p? 0 1[w] [O]
p? —(2p* +a?) p? vy 0
P’ P =
p2 VUn—1 0
.0 P =2 +a?)] | v, 0

4. SOLUTIONS: GAUSS ELIMINATION VS. (GAUSS-SEIDEL

In the following section, we will compare and contrast the computa-
tional properties of the Gauss Elimination and Gauss-Seidel methods
for solving systems of equations. Our focus will be restricted to sym-
metric, tridiagonal matrices of the form:

[dy ag 0 0 O 0771 o1 [ b1 T
aq d2 as 0 0 0 X2 b2
0 (05} dg as 0 0 €3 b3
Ay — 0 0 a3z dy a4 0 _
0 0 0 . . Ap—3 dn_g Ap—2 0
0 0 0 . . 0 Ap—9 dn—l Ap—1 Tp—1 bn—l
Lo 0 0 . . 0 0 ap1 dp ] |z, | | b, |

GAUSS ELIMINATION

Let us denote the i** row of A by R; and the new i*" row, after perform-
ing the Gauss Elimination method, by R.. Also, we will represent the
new " diagonal entry of A by d} and new " entry of b by ¥,. Then,
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let us perform the following operations in accordance with Gauss elim-
ination:

Ry +— R1<—Z—1) + Ry

Ry« Ry(—2) 4 Ry
d2
/ An—1
R, + Rn_l(——d, ) + R,
n—1

After performing these successive operations, we obtain an updated
system which, as is often the goal of Gauss elimination, has zeroes
below the leading terms in each row. That is to say that

dy a, 0 0 0 . . . 01 [ax ] [W]
0 ,2 (05} 0 0 . . . 0 i) bIQ
0 0 dj ag 0 . . 0 T3 by
aspy |00 0 da 0 .
0 0 0 0 d,_y ano O
00 0 . . 0 0 d_| 1] |T0ss b, 1
oo o . .0 0 0 d Lzl L¥ ]
where,
d?[ - d17 bg. = bl
a? ay
dy = dy d_i’ b§:b2—bl(d_1)
a? az
dg_dg_d_z’ bg:bB_bIQ(d_/Q)
y agz—l / / an-1
d =d, — b= by = b ().

dy, dy,

Now, let us turn our attention to the operational cost of performing
the Gauss elimination method. First, since the lower diagonal is zero
and the upper diagonal stays same, we do not need to compute them.
Hence, we just need to calculate d; which, for each ¢ will cost

1(multiplication)+1(division)+1(subtraction)=3.
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In total, we will need to perform 3(n — 1) operations on the given ma-
trix. Similaryl, we will operate on the solution vector b, which will
come at a cost of 3(n — 1) operations. All together, our computational
cost will be 6(n — 1) for each b. Moreover, in the event that we are
presented with M different solution vectors b (as could be expected in
industry), the total number of operations will be 3(M + 1)(n — 1).

Then, employing the method of backward sustitution, our system can
be solved by the following computational algorithms:

x, =10, /d (1 operation)

/
b, 1 — Qp_1Ty

Tp1 = 7 (3 operations)
e
b, — a;z;
T, = - df an (3 operations)
i
by — ax
= 1d—'12 (3 operations)
1

Thus, the number of operations required for backward substitution is
3(n—1)+ 1. Finally, we conclude that in order to solve the tridiagonal
system of the equations using the Gauss elimination method, a total
of (3M +6)(n — 1) + 1 operations must be performed.

(GAUSS-SEIDEL METHOD

The iterative formula given by Qz® = (Q — A)z*~Y 4+ b, will produce
a sequence converging to the solution of Az = b, for any z(®, if and
only if p(I — Q7 'A) < 1.

In order to perform the Gauss-Seidel Method, let us define @ to be the
lower triangular part of A, including the diagonal.

Then we have the following algorithms for computing the solution:

xgk) = d—ll (b — alx(k_l)} (3 operations)
xgk) = dii [b; — ai_lxl@l - aixﬁ:l)] for i =2,3,...,n — 1, (5 operations)
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(k)

) = i b, — a1z

1] (3 operations)

Then, the number of operations for one iteration of the Gauss-Seidel
method is 3+ 5(n — 2) +3 = 5n — 4. In order to compute k iterations,
we will need to perform a total of k(5n — 4) operations.

COMPARISON

Let us begin by assuming that the given system is consistent.

1. If the matrix A is not a diagonally dominant matrix then we can not
apply Gauss Seidel method due to its lack of convergence. However,
we may employ the Gauss elimination method with pivoting to achieve
solutions to the system.

2. Now, from this point forward, let assume that the matrix A is a
diagonally dominant matrix. Then, we can apply Gauss Seidel method
to solve the system, where the solution will converge to the exact so-
lution for any given error bound.

Since, Gauss elimination preserves the diagonal dominance of A, then
each |d| > |a;| > 0, for all a; # 0. If a; = d; = 0 then b, = 0 since
the system is consistent and we can ignore that row to minimize the
number of operations. Therefore, with all of these possible scenarios,
we do not apply the row interchanging process in the Gauss elimination
method.

3. Because the number of operations in Gauss elimination (3M +6)(n—
1)+ 1 depends on the amount, M, of solution vectors, if we have a high
amount of different b vectors then the number of operations will also
be high. However, for the Gauss Seidel method, we will just multiply
it by M to achieve Mk(5n — 4).

4. In the Gauss Seidel method, we can control the error by either in-
creasing or decreasing the number of iterations. Thus, we will not have
an issue with round-off error. But in the Gauss elimination method,
if our entries are very small or relatively close to each other, then it
is very possible that we will incur a large round-off error. TMoreover,
the larger our given system, the more this error will be magnified. This
comes as a result of having to compute more operations each time with
the succeeding round-off error, which in turn will produce an ever larger
error.
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Example 1:

6 6—¢ 0
6—¢ 6 e—1
0 e—1 6

(16) A

If € is small enough, then d, = 6 — % ~ (0 in Matlab, which will not
give the correct answer if we use Gauss elimination.

Example 2: Our goal here was to try and produce a large round-off
error that would in turn produce largely varying results. However, as
can be seen in the following, that is not the case for smaller systems
such at this 3 x 3 matrix.

6 59 0] [z 10
(17) Az =159 6 1| |z = |11| =0
0 1 6| | 7

By using Gauss-Elimination method we get

T 1.6667
(18) z= |z2| = [0.0000

Solving the system with the Gauss Seidel method we will obtain an
equivalent result. Namely,

7 1.6667
(19) z= |z = |0.0000
3 1.1667
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5. CONCLUSION

In our quest to review the many benefits and properties of tridiagonal
matrices, we have concluded that not only are these systems ideal in a
numerical methods setting, but are also revered in an analytic setting
due to their closed-form properties. We have seen that while these
systems may arise organically in various applications, it may also be
beneficial to transform general matrices into a tridiagonal form. More-
over, we have seen that the computations required for certain properties
may be O(n) while we could expect operation counts on the order of
O(n?) for general systems.

Of significant importance was our development of the relationship be-
tween the recursive formula for the determinant and difference equa-
tions, which ultimately led to a closed form solution.

Of particular interest to the members of our group were the tridiago-
nal applications related to differential equations and have provided an
vessel through which further research may be conducted.



14 MORSHED, EMIROV, BROWNING, AND WANG

REFERENCES

[1] Geist, George A., Reduction of a General Matrix To Tridiagonal
Form, http://citeseerx.ist.psu.edu/viewdoc/download; jsessionid=
9AACFF293375BE056D58E22866B9BA247doi=10.1.1.49.5689%rep=repl&
type=pdf

[2] Siegel, David and Dubbs, Clyde, The College Mathematics Journal, Computing
Determinants, Vol. 18, No. 1 (Jan., 1987), pp. 48-50 http://www.jstor.org.
ezproxy.saintleo.edu/stable/26863177seq=1#page_scan_tab_contents

[3] King, Frank, University of Cambridge, https://www.cl.cam.ac.uk/
teaching/2003/Probability/prob07.pdf

[4] Mallik, Ranjan K., On the Solution of a Second Order Linear Homo-
geneous Difference Equation with Variable Coefficients, 1996, http:
//ac.els-cdn.com/S0022247X97956018/1-s2.0-50022247X97956018-main.
pdf?_tid=dabd0d36-07e4-11e6-bbb9-00000aab0f27&acdnat=1461259198_
416ddc3545af£22a579306b992b£f37ch

[5] Kazdan, Jerry L., University of Pennsylvania, Algebraic Techniques,
https://www.math.upenn.edu/~kazdan/AMCS602/tridiag-short.pdf

[6] Nashed, Zuhair M., Scherzer, Otmar, Editors, Contemporary Mathematics,
Inverse Problems, Image Analysis, and Medical Imaging, p.128, Jan. 10-13,
2001,

[7] Furati, K.M., Nashed, Zuhair M., Siddiqi, Abul Hasan, Mathematical Models
and Methods for Real World Systems (Lecture Notes in Pure and Applied
Mathematics), p.115, 2005

[8] Freeden, Willi, Nashed, Zuhair M., Sonar, Thomas, Handbook of Geomathe-
matics, p.785, 2005

[9] Noschese, Silvia and Pasquini, Lionello and Reichel, Lothar, Tridi-
agonal Toeplitz matrices:  Properties and Novel Applications, 2013,
http://dx.doi.org/10.1002/nla.1811

[10] Usmani, Riaz A., Inversion of a Tridiagonal Jacobi Matrix, Lin-
ear  Algebra and its  Applications, 1994, http://ac.els-cdn.
com/0024379594904146/1-s2.0-0024379594904146-main.pdf?_tid=
b0£9ad92-07e4-11e6-a84d-00000aacb3be&acdnat=1461259128_
b7bad14589b53bc2d1b9cfeef0£4890f

[11] Kincaid, K., Cheney, W., Numerical Analysis: Mathematics of Scientific
Computing, Third Edition



TRIDIAGONAL MATRICES: CHARACTERIZATIONS, APPLICATIONS, SOLUTIONS

APPENDIX

Gauss Elimination Matlab Code

—

clear ;clc;format short;

[5.9999999999 0.9999999999];
[

a
d=[6 6 6];

B=[11.9999999999 13.9999999998 6.9999999999];
A

[M,N]=size (a);
=zeros (N+1);
for 1=1:N

Al i+D)=a(i);

AGi+1,1)=a(i);

A(i L 1)=d(i):

end

A(N+1N+1)=d(N+1);

A

B

for 1i=2:N+1
A(i,i—-1)=0;
A(iL1)=A(i,1)—(a(i—1))"2/A(i—1,i—1);

) B(i)=B(i)—(a(i—1)B(i—1))/A(i ~1,i ~1);

A

B

x (N+1)=B(N+1)/A(N+1,N+1);

for i=N:-—-1:1
x(i)=(B(i)—a(i)sx(i+1))/A(i,1);

end

Axx’

a=[5.9999999999 0.9999999999];

d=[6 6 6];

B=[11.9999999999 13.9999999998 6.9999999999];
[M,N]=size (a);

A=zeros (N+1);

for i=1:N

A(i,i+1l)=a(i);

A(i+1,i)=a(i);



16 MORSHED, EMIROV, BROWNING, AND WANG

A(i,i)=d(i);

end
A(N+1,N+1)=d(N+1);
A

B

Axx’

Gauss-Seidel Matlab Code
clear;clc;format short;
a=[5. 99999 0.99999];

(6

d 6];

B:[11.99999 13.99998 6.99999];
[

A

,N]=size (a);
=zeros (N+1);
for i=1:N

i,i+1)=a(i);

A(i
El—i-l J)=a(i);

)=d(1i);
end
A(N4+1,N+1)=d(N+1);

A
B
x(:,1)=[—-1 4 10]’
for k=2:500
x(1,k)=(B(1)—a(1)*x(2,k=1))/d(1);
for i=2:N
x(i,k)=B(i)—a(i—1)*x(i—-1,k)—a(i)*x(i+1,k—=1))/d(i);
end
x (N+1,k)=(B(N+1)—a(N)*x(N,k))/d(N+1);
end
x(:,500)
Axx(:,500)



